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Abstract

Mechanisms to explicitly manage data persistence for non-
volatile main memories are fundamental for the correctness
and performance of modern systems. So far, however, most
solutions are primarily based on software techniques. In this
paper, we design a persistence layer on hardware, to support
correct handling of persistent lock-free data structures. By
exploiting cache-coherence messages, persistence can be
transparently managed by the hardware, with minimal user
intervention. We have experimented with a partial design on
a Soft-CPU running on an FPGA to explore the idea, and plan
to further extend it into a real hardware implementation.
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1 Introduction

With the commercial availability of Non-Volatile Main Mem-
ory (NVMM), high-performance, persistent byte-addressable
memory became a reality [3, 4, 36]. Upon a crash, NVMM
data will remain but CPU registers and caches are still volatile
and lose their contents when a crash occurs. Therefore, writ-
ing applications that provide recoverability following a crash
is still an involved and time-consuming process. As a result,
many paradigms for managing persistence in software have
emerged [7-10, 13, 15-19, 21-30, 33-35, 37-39, 42-45].
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One of these paradigms relies on persistent snapshots and
transactions. These are common approaches for providing
persistence [9, 13, 15, 23, 24, 27, 29, 33, 34, 44], and are widely
applicable. These approaches usually allow the programmer
to augment their code with instructions on where to take a
persistent snapshot, or which sections need to execute with
all-or-nothing semantics. Then, they guarantee a consistent
state from which the application can recover after a crash. A
significant downside of these very general paradigms is that
they usually come with high-performance degradation.

While the proposed paradigms for managing persistence
in software already make the development of persistent appli-
cations easier, they often require modifications to the applica-
tion code. To mitigate the overhead and code modifications,
research on implementing persistence management at the
hardware level has emerged [6]. The authors propose using
cache-coherent accelerators to implement write-ahead log-
ging in hardware on a single thread. This follows the trend of
computer systems becoming more heterogeneous, to better
adapt to today’s data-heavy workloads. These systems use
different purpose-built ASICs or FPGAs for offloading and
accelerating specific tasks. This trend is reflected in recent
standardization efforts, such as CXL, to provide standardized
hardware interfaces and protocols for accelerator devices [2].

Nonetheless, different applications have different require-
ments when it comes to what data needs to be saved to allow
recovery after a crash. For many applications, it is enough to
persist certain critical data structures. In this context, lock-
free data structures are a natural fit for persistence. That is
because every operation on the data structure is guaranteed
to leave it in a consistent state. Hence, as long as operations
are persisted in the correct order, every state of the data
structure is easily recoverable from [16, 18, 23, 31].

Lock-freedom guarantees are usually achieved through
atomic Read-Modify-Write instructions. In this paper, we pro-
pose using the specific cache-coherence messages occurring
during these atomic instructions, for implementing a persis-
tence layer (PLayer) applicable to lock-free data structures,
on hardware. This layer makes it easy for programmers to
make their data structures persistent with minimal changes.
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The Read-Modify-Write (RMW) cache-coherence messages
allow the cache-coherent accelerator device to track memory
operations on the host, and guarantee their persistence while
maintaining a consistent state. Moreover, it can distinguish
between writes that occur due to thread-local data manipu-
lations, and updates to the shared data-structure state. Since
thread-local data manipulations are not part of the data struc-
ture state, they do not require immediate persistence, which
reduces the overhead caused by persisting data. Only when
data becomes shared, we need to guarantee its persistence
before any other thread relies on this data.

Our proposed construction is intended to work with up-

coming standardized and commercially available cache-coherent

accelerator platforms, such as those implementing CXL [2].
As these platforms are not yet available, we used Enzian [11],
which provides a cache-coherent interconnect that allows
tracking and manipulating coherence messages. This way,
we evaluated most of our construction requirements against
what current, real-world cache-coherence protocols offer. We
experimented with a very early partial design on a Soft-CPU
running on an FPGA to explore the idea and plan to further
extend it into a real hardware implementation.

2 Background
2.1 Non-Volatile memory and persistent programs

Running an arbitrary piece of software on persistent memory
alone is, unfortunately, not enough to guarantee recoverabil-
ity after a crash since caches are still volatile. Since their
contents are lost upon a crash, programs can remain in an
inconsistent state. To overcome their volatility, one needs
to write back every memory access to the NVMM, before
the next operation is executed [23]. Other solutions try to
reduce the expensive writeback overhead, but their perfor-
mance is still degraded [7, 15-17, 33, 38]. To reduce their
performance penalty, specialized hand-tuned data structures
are used [8, 16, 18, 28, 31, 45]. These offer superior perfor-
mance as many instructions can be postponed to recovery
time if one can guarantee that the state after the crash re-
mains consistent. Writing optimized software solutions for
persistent memory, however, is not an easy task. The design
of such optimized data structures is considered hard and
error-prone [25], which is why automated transformations
are valuable [23, 25, 30, 40]. Some general transformations
also restrict their applicability to lock-free data structures
as in lock-freedom, every operation leaves the data struc-
ture in a consistent state, which makes it an excellent fit for
persistence transformations [17, 19].

2.2 Lock-Freedom and Read-Modify-Write
instructions

In lock-free programs, system-wide progress is guaranteed at

all times. Therefore, any thread can crash at any time, with-

out creating a deadlock [20]. If a thread crashes unexpectedly,
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other threads must know how to deal with the data struc-
ture’s state, after the interrupted operation’s updates of the
thread that crashed. As a consequence, lock-free data struc-
tures always keep memory in a consistent state [20]. This
property is especially interesting in persistent algorithms,
as it helps recovery after a crash. A common category of
primitives often used in lock-free programs are Read-Modify-
Write (RMW) instructions. RMWs are atomic instructions
that modify and return the contents of a specified memory
address atomically. RMWs are used to implement a variety
of synchronization primitives. In lock-free data structures,
they provide the mechanism by which threads can atom-
ically modify a data structure, such that before and after
the modification, a consistent state is reached. On a lower
level, cache coherence messages are one of the mechanisms
responsible for making RMW instructions work properly in
directory-based multi-processor systems.

2.3 Cache coherence messages

Cache coherence is a prominent concern in multi-processor
systems, where cores can store and modify copies of shared
data in their private cache. These copies of data shared are
kept coherent with each other using a coherence protocol.
Coherence controllers such as the cache and memory con-
trollers maintain cache line states and exchange messages
to maintain coherence. Coherence protocols are typically
named after cache lines states. For example, the MSI pro-
tocol allows cache lines to be either in Modified (M) state
in one cache, Shared (S) across multiple caches or Invalid
(I) when not present in a cache. These protocols can have
additional states, e.g, MOESI with Owned (O) and Exclusive
(E) states, MESIF with Forward (F) state, etc.

Coherence protocols are classified into directory-based
and snooping protocols. Snooping protocols rely on a shared
bus for maintaining coherence which comes with scalability
issues. Directory-based protocols are designed for scalability
and are used to achieve coherence across different nodes
in a NUMA system. In directory-based coherence protocols,
each node has its own directory that offers a central view
of the states of the lines that belong to it. Consequently,
the controller within every node can effectively determine
the necessary messages to send for any given request, en-
suring the requested cache line is coherent throughout the
system. These messages serve to update cache-line states
and exchange relevant cache-line data among the nodes. The
protocol is usually proprietary leading to variations in func-
tionality and performance among different vendors and CPU
models. It is not limited to only be implemented on CPUs.

2.4 Cache coherent accelerator platforms

In recent years, systems have become more heterogeneous
by incorporating accelerator devices like GPUs, FPGAs and
other devices to speed up specific workloads. Traditionally,
these devices were often connected through a peripheral bus
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Algorithm 1. Persistent enqueue example. The red instruc-
tions are not needed with PLayer.

1 | void enq(T value)

2 Node* node = new Node(value);

3 BARRIER (node);

4 while (true)

5 Node* last = tail.load();

6 Node* next = last->next.load();

7 if (last == tail.load())

8 if (next == nullptr)

9 if (last->next.CAS(next, node))
10 BARRIER(&last->next);

11 tail.CAS(last, node); return;
12 else

13 BARRIER(&last->next);

14 tail.CAS(last, next);

such as PCle. Nevertheless, another approach that started
gaining traction recently, is to connect accelerators in a
cache-coherent manner. Many approaches exist to connect
accelerators coherently, including CXL [2], MPSoCs such as
Xilinx’s Zynq [41], etc. Some of these options offer symmetric
protocols which allow both CPUs and accelerators to track
cache lines ownership and send cache control messages. As
a result, the accelerator can manage its own memory, and
generate coherence messages as opposed to being controlled
by the CPU. This opens up the possibility of many differ-
ent algorithms, and therefore, we will focus on symmetrical
protocols.

2.4.1 CXL. CXL is an industry standard for connecting
CPUs to accelerators, I0-devices and memory [2], which
has been recently announced. For accelerator devices, it al-
lows coherent memory access between the CPU and the
accelerator device. In particular, CXL 3.0 is a symmetric pro-
tocol, which makes it suitable for implementing hardware-
accelerated memory management for persistence and re-
coverability, without relying on software support. CXL 3.0,
however, is still not commercially available.

2.4.2 Enzian. Enzian [11] is a research computer devel-
oped by the Systems Group at ETH Zurich. It features a
ThunderX CPU with 48 ARMv8.1 cores and a Xilinx CVU9P
FPGA. The CPU and the FPGA are connected through the
native cache coherent interconnect of the ThunderX CPU,
utilizing the Enzian Coherent Interconnect (ECI) protocol,
which is mostly based on the MOESI-protocol. Enzian is a
symmetric coherent platform where each node is responsi-
ble for maintaining coherence of the memory attached to it.
Enzian’s FPGA maintains a directory controller (DC) which
implements the coherence protocol and allows user logic on
FPGA to directly access CPU memory, change cache lines’
states, trigger inter-processor interrupts, etc. The DC on the
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CPU FPGA

ECI Directory Controller
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Persistence Layer

AX| = Read/write requests

LCL = Clean requests/ Memory Controller
responses

ECI = coherence messages

Figure 2. PLayer architecture. PLayer interacts with the DC
to orchestrate CPU’s access to memory and transparently
provide persistence guarantees to software on CPU.

FPGA exposes an AXI (Advanced eXtensible Interface) inter-
face to access the FPGA attached memory. It also provides a
simplified local (LCL) request-acknowledge interface for user
logic on the FPGA to interact with the coherence protocol.
Through this interface, user logic on the FPGA can clean
and invalidate FPGA-homed cache lines that are cached in
the CPU’s LLC. As a result, user logic does not have to keep
track of cache line states and can implement a much simpler
protocol, while the DC maintains coherence.

These capabilities make this system ideal for exploring
the possibilities of using cache-coherent accelerators for
implementing persistence in hardware.

3 PLayer Design

PLayer guarantees persistence for lock-free data structures,
by ensuring a consistent state [5, 23], using the hardware
with minimal software support. Figure 2 shows the system’s
overview. We place the program’s memory on the FPGA
side, such that the FPGA manages its persistence. Whenever
the CPU’s last-level cache (LLC) wants to access a cache
line homed on the FPGA, it sends a coherence message to
the FPGA’s DC through ECL For most applications, the DC
would be connected directly to the FPGA-attached memory
and provide coherent access. We introduce a persistence
layer that is located between the DC and the memory con-
troller on the FPGA. This layer can observe CPU upgrade
requests and orchestrate access to FPGA memory (AXI). It
can also interact with the coherence protocol through the
DC’s local request-acknowledge interface by issuing clean
and invalidate requests for FPGA lines cached in the CPU’s
LLC.

Algorithm 1 presents a code snippet of an enqueue opera-
tion of a durable lock-free queue [18]. The BARRIERs in red
represent the explicit writebacks and fences the user must
invoke in normal execution. However, with the existence
of PLayer, these barriers (and reasoning about their correct-
ness), can be omitted, since they are managed by PLayer.
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We explain the PLayer protocol design through an exam-
ple execution of a simple durable lock-free queue [18].

3.1 Initialization

First, the persistent data-structure needs to load PLayer and
then allocate the data structure on the FPGA address space.
Currently, this is done by mmaping a region of memory in the
FPGA address space. Whenever the CPU accesses this region,
the FPGA would receive necessary coherence messages from
the CPU’s LLC. We expect the platform [11] to allow explicit
memory allocation/deallocation in the future.

3.2 Local node preparation

Before a thread inserts a new node into the data structure,
it prepares it locally (Algorithm 1, line 2). These node ma-
nipulations are done by ordinary write instructions in the
CPU’s cache. At this point, the node is not accessible by
other threads and this data does not have to be persisted
yet. Eventually, the thread will issue a read-modify-write
(RMW) instruction to atomically modify the pointer of the
last node in the lock-free queue to point to the new node
(Algorithm 1, line 9). As soon as this operation takes effect,
the node is indeed part of the data structure. Therefore, the
node must be persisted before the node is inserted into the
data structure. Not persisting the node in the correct order
would create non-linearizable histories [18].

To accomplish this, PLayer has to keep track of lines that
are modified in the CPU’s LLC and persist them before the
node gets inserted into the queue. Since the data structure is
allocated on the FPGA memory space, the FPGA gets notified
of each cache line accessed by the CPU during the node
creation process. That is, the FPGA would receive an upgrade-
to-Exclusive request for each cache line that is cached by the
CPU in its LLC. This request can be observed by PLayer
which then provides access to the data thereby allowing
the DC to acknowledge the upgrade request. However, to
guarantee that it gets the relevant node’s dirty cache lines
from the CPU’s LLC, immediately after the upgrade request,
PLayer issues a clean request to the DC to downgrade the
line from Exclusive to Shared-state in the CPU’s LLC. This is
shown in part 1 of Figure 3 and PLayer does this for every
upgrade request from the CPU.

When the CPU receives the upgrade acknowledgement
from the FPGA, it modifies the cache line in its cache, and
when the CPU receives the downgrade request from the
FPGA, it responds with the dirty data. The dirty data is
then observed by PLayer and persisted. This way, the FPGA
persists all data written by the CPU to the node.

3.3 Insert

As the thread proceeds to insert the node it prepared locally,
into the queue, it needs to atomically modify the next-pointer
of the last node in the queue to point to the node it wants
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Figure 3. PLayer protocol: Sequence of coherence messages
exchanged between the CPU and FPGA.

to insert. To achieve this atomically, the CPU issues a read-
modify-write (RMW) on the next-pointer of the last node
in the data structure (Algorithm 1, line 9). Upon executing
the RMW, the FPGA gets a special coherence request from
the CPU’s LLC. PLayer intercepts this request and holds off
responding to it until all responses to previously issued clean
requests are received, as shown in part 2 of Figure 3. This
allows PLayer to ensure that all modified data in CPU’s LLC
are persisted before allowing the CPU to atomically modify
the next-pointer.

Note that, before the CPU executes the RMW instruction
on a particular address, it cannot have the cache-line in
Exclusive or Modified states. In these cases, the FPGA has the
cache-line in an Invalid-state, and thus the CPU performs the
RMW instruction locally in its own cache, without notifying
the FPGA. Therefore, the invariant we preserve is that after
every RMW instruction, the cache line the CPU operates on
remains in an Invalid or Shared state on the CPU side. When a
RMW instruction is executed on the CPU side, assuming the
cache line is initially in Invalid or Shared state, the FPGA gets
a message requesting the execution of the RMW operation at
the FPGA. Consequently, the FPGA executes the operation
in its own memory and sends an acknowledgment for the
RMW instruction. Therefore, after a RMW instruction, the
cache line remains in its previous state on the CPU.

3.4 Update and delete

Updates or deletes to nodes also follow the same protocol as
inserting new nodes; any updates made in the CPU’s LLC are
tracked and persisted and atomic RMW coherence requests
(to modify the next-pointer) are delayed until all the modified
data using normal writes is persisted.

3.5 Read

The CPU can read data from the data structure through the
standard read instruction. If the data is cached in the CPU, it
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is safe to read since PLayer has already persisted this data
before. If the data is not cached in CPU’s LLC, PLayer would
observe an upgrade request and can provide the most up-
to-date value for the data from the persistent memory in a
Shared state. Having a line in a Shared state does not change
the PLayer protocol: The cache line is already clean. Finally,
since PLayer does not invalidate the cache line, it does not
affect the temporal locality for subsequent reads.

3.6 Recovery

Each time the application is launched, it locates the data
from the previous execution and traverses the data structure
to locate all the reachable nodes. This step is necessary to
prevent a memory leak caused by node data, which is already
persisted, but not part of the data structure. Furthermore,
the application needs to be aware of the existing nodes to
avoid running at the risk of overwriting them.

4 Implementation

In the previous sections, we explained the persistence layer
protocol. In this section, we will explain the protocol’s im-
plementation on the available platform we used, Enzian [11].
This protocol can be adjusted, in the future, to CXL platforms
and be implemented inside the CXL’s coherence manager.

The FPGA’s DC exposes an AXI interface to access the
FPGA memory (Figure 2). Any upgrade or atomic RMW
request from the CPU can be observed through the AXI’s
read-request channel (with side-band signals distinguishing
upgrades and RMW requests). Responses to these requests
are issued through the AXI read-response channel along with
cache line data. Dirty data that is downgraded from the
CPU’s LLC, on the other hand, can be observed through the
AXT’s write-request channel. Once dirty data is persisted, an
acknowledgment can be sent to the DC through the AXI’s
write-response channel.

Moreover, the DC also exposes local request and response
channels (indicated by LCL in Figure 2) where user logic on
the FPGA can issue clean or invalidate requests and receive
responses upon the operation’s completion. In a system with-
out the persistence layer, the DC’s AXI interface is connected
directly to the memory controller’s AXI interface and the
local interfaces are not used.

With the persistence layer, read requests (for upgrading
or RMWs data) from the DC are served by the memory con-
troller through the persistence layer. This allows the persis-
tence layer to observe the cache line address being upgraded
and issue a clean request to the DC through its local interface.
Write requests (for downgraded data) from the DC, with dirty
data cleaned from CPU’s LLC, are also served by the mem-
ory controller through the persistence layer. As each clean
operation completes, the DC sends an acknowledgment to
the persistence layer, allowing it to keep track of the number
of outstanding clean operations.
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Eventually, when an atomic RMW request arrives on the
AXI read-request channel, the persistence layer can delay
this request from being issued to the memory controller until
there are no outstanding clean operations. This ensures that
any dirty data from the CPU’s LLC is persisted before, e.g.,
the node gets added to the lock-free data structure.

The persistence layer has to be designed with enough
outstanding DC and memory transactions to saturate both
ECI and memory bandwidth. Such a highly concurrent sys-
tem can suffer from protocol deadlocks if not properly im-
plemented. For example, when the protocol delays a RMW
request until all the cleans’ acknowledgements arrive, a dead-
lock can occur if an acknowledgement is stuck behind the
stalled RMW request. This is avoided by having independent
AXI and local channels that guarantee that an acknowledge-
ment for clean will not arrive in the AXI read-request chan-
nel. Other deadlocks due to limited FPGA resources, would
have to be considered as part of the implementation.

4.1 Software support

We aim to avoid having to change application code as much
as possible, as demonstrated in Algorithm 1. It turns out that,
while most of the persistence handling can, in fact, be done
in hardware, some software support is still required.

Concretely, we still need software support for allocating
the data structure in the FPGA memory space, to get the
necessary coherence-messages from the CPU. A dedicated
driver exposes the FPGA’s memory and allows virtual to
physical address translation. Therefore, it should be initially
allocated on the FPGA.

Secondly, for being able to recover after a crash, the ap-
plication needs to know where the data structure resides in
the FPGA memory space, and which parts of it hold useful
data, to prevent overwriting useful data. This is achieved by
always allocating the data structure root in the same place
and providing a traversing method, which traverses all the
reachable nodes. From the root, the application can traverse
the data structure, to find all nodes that are currently part of
it. If the allocator supports marking allocated space, the appli-
cation can add the traversed nodes to the allocator-directory.
Otherwise, the nodes found can be reallocated [19]. In any
case, after a recovery, only nodes which are part of the data
structure will be marked in the allocator. This way, persistent
memory leaks are prevented.

4.2 Persistent storage

As we allocate the data structure in the FPGA memory space,
we need a way of storing data on the FPGA side, in a per-
sistent manner. Because of the frequent writes and their
byte-level granularity, we recommend using Non-Volatile
Main Memory (NVMM), such as 3D X-point. This way, we
expect to see the best performance. However, there is noth-
ing preventing the use of block devices such as SSDs for
persistent storage.
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4.3 Proof of concept

For verifying that the proposed protocol works, we con-
ducted several experiments. We used a C program running
on a Soft-CPU on the FPGA to decode and respond to cache-
coherence messages sent by the CPU. We executed RMW in-
structions on memory addresses in the FPGA memory space
and inferred the relevant ECI message formats and protocol
behavior. A similar analysis was done for the downgrade-
procedure of cache-lines. The inferred ECI protocol invari-
ants support our PLayer protocol. However, the full afore-
mentioned protocol is still not fully implemented on the Soft-
CPU. We still need to combine everything together. More-
over, for further evaluation of the protocol under maximum
load, a hardware implementation is required.

5 Optimizations
5.1 DRAM read-cache

In this variant, the FPGA both manages a persistent replica
on a persistent storage medium, such as an SSD or NVMM,
and a volatile replica in DRAM, similarly to Mirror [19]. This
solution benefits from DRAM’s low access latency while
using a slower device, such as an SSD, for persistent storage.

5.2 Aggregating cache line downgrade requests

Instead of directly following up each response to a cache-line
upgrade request by the CPU (e.g., as the result of node prepa-
ration) with a downgrade request, we aggregate them until
an RMW instruction is signaled to the FPGA. At this point,
the FPGA can issue a downgrade request to all cache lines
in Exclusive or Modified state. While this variant requires
more bookkeeping on the FPGA side, it prevents unneces-
sary, repeated up- and downgrading of cache lines. This,
in turn, can substantially reduce the number of CPU cache
misses. Depending on the frequency of the described issue,
it could make sense to choose this variant over handling the
upgraded cache lines as described in Section 3.2.

5.3 Exploiting knowledge about the data structure

When a RMW-instruction is executed, the FPGA needs to
pull all cache-line data. For some data structures, it might
be feasible to exploit data structure knowledge on the FPGA
side, and send only the clean requests that are relevant to a
particular RMW instruction. In conjunction with Section 5.2,
the amount of cache-lines to be downgraded upon receiving
a RMW-instruction can be substantially reduced.

6 Related Work

So far, mainly persistence software solutions were proposed.
The scope spans from hand-tuned constructions [8, 16, 18,
31] which are the most optimized ones to general construc-
tions [7, 10, 15, 17, 19, 22, 23, 30, 34, 38—40]. General con-
structions also include transactions and different persistent
logging techniques [12, 13]. Ramalhete et al. [33] present two
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algorithms for persistent concurrent transactions in the form
of user space libraries that offer transactional memory se-
mantics. They achieve the lower bound in terms of memory
fences needed [14]. By implementing persistent snapshots,
this solution provides weaker persistence guarantees than
our work, while being applicable to not just lock-free data
structures.

Bhardwaj et al. [6] propose using cache-coherent acceler-
ators to implement write-ahead logging in hardware. The
authors propose this as a solution for forthcoming commer-
cial cache-coherent accelerators, such as CXL compatible
devices. Together with a software library included in the
application, the cache-coherent accelerator implements per-
sistent snapshot semantics. Compared to our solution, the
proposed hardware accelerated snapshotting does not work
in a concurrent setting, without having to serialize all threads
for taking a persistent snapshot. It is, however, more general,
since it is not just applicable to lock-free data structures.

Ogleari at al. [32] propose a hardware mechanism for
undo and redo logging to avoid flushing, by making the logs
uncacheable. However, in some cases, a forced write-back
mechanism is used for correctness, and software support is
required. Moreover, is was only implemented on a simulator.

eADR from Intel is a hardware-mechanism that, in the
event of a power-failure, makes sure that all data from the
CPU’s caches are written to NVMM [1]. This has several
advantages compared to traditional software-mechanisms,
such as flushing, because the application does not have to
wait for these operations to complete, to guarantee correct-
ness. However, with eADR, write buffers are still volatile.
Compared to PLayer, eADR still needs explicit fences, e.g.,
to ensure that local node data hits NVMM before the corre-
sponding node gets inserted. PLayer avoids this problem by
pulling the local data from the CPU, before modifying the
data structure state.

7 Future Work and Conclusions

We plan to extend Player into a real hardware implementa-
tion on Enzian [11]. Then, we will evaluate our hardware-
based approach against the state-of-the-art, software trans-
formations and measure the real trade-offs.

With the upcoming, commercially available CXL-enabled
CPUs and accelerators, developing a prototype based on
CXL will become feasible. In this context, evaluating the
requirements of our persistence layer against what the CXL
protocol offers will offer interesting insights.

With our proposed hardware-accelerated persistence layer
for lock-free data structures, we provide a general solution
for making lock-free data structures persistent. The required
application-code changes are minimal. Most notably, it does
not require any changes to the data structure code itself and
lets the hardware handle its persistence.
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